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Abstract: Considering that the surface defects of cold rolled strips are hard to be recognized by human eyes under high-speed cir-
cumstances, an automatic recognition technique was discussed. Spectrum images of defects can be got by fast Fourier transform 
(FFT) and sum of valid pixels (SVP), and its optimized center region, which concentrates nearly all energies, are extracted as an 
original feature set. Using genetic algorithm to optimize the feature set, an optimized feature set with 51 features can be achieved. 
Using the optimized feature set as an input vector of neural networks, the recognition effects of LVQ neural networks have been 
studied. Experiment results show that the new method can get a higher classification rate and can settle the automatic recognition 
problem of surface defects on cold rolled strips ideally. 
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1. Introduction 

On account of the demand for steel production be-
ing enlarged in the domestic and international markets, 
requirements for surface quality has become greater 
and automatic surface defect detection and recognition 
of cold rolled strips [1] has attracted the attention of a 
lot more steel and iron enterprises. At the same time, 
production of cold rolled strips amounts to a great 
proportion of iron and steel production, and their sur-
face qualities are the most concerning target of cus-
tomers. 

The most important stages in the surface inspection 
of cold rolled strips are surface defect detection and 
recognition. Surface defect recognition will be mainly 
discussed, and FFT (fast Fourier transform) is intro-
duced to extract features, genetic algorithm is used to 
optimize the feature set, and neural networks are in-
troduced to explore the defect recognition effect and 
applied to the onsite product line. The following will 
lay an emphasis on the analysis, and research the key 
problem of applying the new feature extraction and 
optimization method to surface defect recognition of 

cold rolled strips. 

2. Spectrum analysis and feature extraction 

When producing cold rolled strips, there are always 
chief defect types, such as, scratches, point breaks, 
feather roll imprints, white spots, roll imprints, edge 
foldings, rust, orange peels, emulsion marks, edge 
cracks, cracks, and so on. Some typical images of de-
fects are shown in Fig. 1. 

 

Fig. 1.  Some of the typical defect images with a size of 
64×64 pixels. There are a total of 6 samples of defect images 
listed: (a) white spots; (b) edge cracks; (c) point breaks; (d) 
feather roll imprints; (e) edge foldings; (f) original peels. 
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All the defect images have the size 64 64×  pixels. 
They are then filtered by average to get average fil-
tered images. By applying FFT [2] to the images, the 
spectrum images can be obtained. It is well known 
from the qualities of FFT that it can transform images 
from time-domain to frequency-domain, and can con-
centrate most of its energies on the center. It can not 
only reflect the gray features and geometrical features 
of defect images, but can also achieve fast convolution 
and object recognition. Therefore, regarding the gray 
values of spectrum images as feature information of 
defect images, one can recognize defects, especially 
the pixels near the central area of spectrum images. 
The typical spectrum images of FFT are shown in Fig. 
2. 

 

Fig. 2.  Typical FFT images of Fig. 1 with a size of 64×64 
pixels. There are a total of 6 samples of FFT images listed: 
(a) white spots; (b) edge cracks; (c) point breaks; (d) feather 
roll imprints; (e) edge foldings; (f) original peels. 

According to the results of FFT, it can be seen that 
nearly all energies are concentrated on the center area 
and all the pixels are centrally symmetrical. At the 
same time, if all the pixels of FFT image are taken as 
the feature set, the feature set will be too large and 
unnecessary, and will affect recognition results con-
trarily. As a consequence, based on many experiments, 
the region shown as Fig. 3 is taken as the original fea-
ture set, where the region width a is 4 and the region 
height b is 4 too. Therefore, the chosen region totally 
includes 240 pixels, and it is regarded as the original 
feature set. 

 

Fig. 3.  Optimized original feature set region. 

For complete analysis of FFT images, another fea-
ture named sum of valid pixels (SVP) is introduced. 
The definition of SVP is the count of all the pixels 
whose values are larger than a given threshold in the 
full FFT images. Therefore the region outside the se-
lected region is taken into consideration because of the 
SVP extracted from full FFT images. 

3. Genetic algorithm and feature optimiza-
tion 

After the feature extraction, an original feature set 
and SVP can be obtained, but the feature set includes 
241 features, which is still very large for neural net-
works. Therefore, how to decrease the dimension of 
the feature set becomes necessary, and the process is 
called feature optimization. Feature optimization of 
surface defects is feature selection, which is to option-
ally regroup all features of defects to get a set of opti-
mized character parameters, which can describe the 
defects more perfectly with fewer features. There are 
three traditional optimization algorithms, such as, the 
enumeration method, heuristic algorithm, and search 
algorithm. Genetic algorithm (GA) [3-5] is a random 
search algorithm for feature optimization. 

3.1. Genetic algorithm 

The GA [3-5] is based on natural selection and ge-
netic mechanism, and its main thoughts stem from the 
Darwinian theory and Mendelism. It can use simple 
coding techniques to describe varied and intricate 
structures, and can process a simple genetic operation 
and natural selection to instruct learning and explore 
search orientation. 

The simple genetic algorithm (SGA) can be de-
scribed by an equation with 8 elements: 

0SGA ( , , , , , , , )C E P M TΦ Γ Ψ=        (1) 

where C is the coding method of individuals; E is the 
fitness function of individuals; P0 is the initial popula-
tion; M is the population size; Φ is the selection op-
erator; Γ is the crossover operator; Ψ is the mutation 
operator; T is the termination condition of the GA. 

The canonical genetic algorithm can be described 
as follows: 

Step 1. Initialization of the populations’ individuals 
and evaluation of the individuals’ fitness. 

Step 2. Selection of parents according to a prese-
lected selection scheme (e.g., roulette wheel, linear 
ranking, and truncation selection). 

Step 3. Recombination of selected parents by ex-
changing parts of their genes. 
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Step 4. Mutation of some genes by a prespecified 
probability. 

Step 5. Go to step 2. 

3.2. Feature optimization 

The process of using the GA to optimize the feature 
set is a process of setting the parameters of the GA to 
describe the problem best. The GA is used to optimize 
the region of the original feature set, which includes 
240 features, to a smaller dimension.  

(1) According to the region of the original feature 
set, the integer coding method is adopted to encode 
individuals, such numbers as 1, 2, 3, , 239, 240 are 
set to stand for every pixel of the region separately. 

(2) It is known that the object function of mutual 
information entropy is a problem of the largest values. 
On the basis of experiments, and according to analysis 
of surface defects of steel strips, the mutual informa-
tion entropy is taken as the fitness function of the GA, 
and it is shown as the following Eq. (2), 
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(3) Set individual size as 50 pixels and population 
size as 60 pixels based on experiments and initialize 
population by random selection from 240 features. 

(4) Decide selection operator. According to the 
feature set of all the features, choose roulette as the 
selection operator. 

(5) Because integer coding is used, and every data 
type of gene is an integer, the random assortment 
crossover and random mutation operator beyond a 
certain rate can be used. 

(6) As there is no known optimum feature set in the 
beginning, the termination condition can be set as a 
value of maximum generation. When GA evolves to a 
certain generation, which is larger than the preas-
signed value of the maximum generation, the GA ter-
minates. 

Between the running of the GA and its termination, 
60 optimized feature sets are achieved, and the most 

optimized feature set whose fitness value is greatest is 
selected as one part of the input vector of neural net-
works. The flowchart is shown in Fig. 4. 

4. Neural networks and their application 

Artificial neural networks [6-7] form the parallel 
distributed information processing system. It is a net-
work comprising of many processing units, which are 
connected to each other by unidirectional signal paths. 
These processing units are called artificial neural units, 
and have the ability of local memory and local infor-
mation processing. Every processing unit unidirec-
tionally outputs to an expected connection and trans-
mits the same signal, which is called the output signal 
of the processing unit. The output signal of the proc-
essing unit can be of any demanded mathematical type. 
Under complete locally restricted circumstances, in-
formation processing executed in every processing 
unit can have any definition, meaning information 
processing depends only on the memorized value of 
itself and the current value of the input stimulated 
signal of the processing unit. Neural networks is an 
abstraction and simplification of the human brain in 
microstructure and function, and reflects some fun-
damental characters, such as, parallel processing, 
learning, association, pattern classification, memory, 
and so on. 

Obviously, according to the above characteristics of 
neural networks, applying neural networks to surface 
defect recognition of cold rolled strips is a good 
choice. The application effects of learning vector 
quantization (LVQ) neural networks are discussed in 
the following section. 

4.1. LVQ neural network 

Learning vector quantization [8] neural network 
consists of three parts, the input layer, hidden layer, 
and output layer. The hidden layer is also called com-
petitive layer or Kohonen layer, and it is completely 
linked between the input layer and hidden layer, but 
just partly connected between the hidden layer and 
output layer, and every output neuron is connected 
with a different group of hidden neuron. The training 
process of the LVQ neural network is a process of 
continuous competition and weight updating process 
among all neuron units of the hidden layer. Fig. 5 is 
the topological structure of the LVQ neural network. 

Given a sequence of input documents, an initial 
group of reference vectors kw  is selected. In each it-
eration, an xi document is selected and the vectors w 
are updated, so that they adapt better to xi. The LVQ 
algorithm works as follows. 
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For each class k, a weight vector wk is associated. In 
each repetition, the algorithm selects an xi input 
document and compares it with each weight vector wk, 
using the Euclidean distance i kx w− , so that the 

winner will be the weight vector wc nearest to xi, with 
c as the index of that weight vector: 

{ }mini c i c
k

x w x w− = −   (5) 

 

Fig. 4.  Flowchart of the full recognition procedure, including spectrum analysis, feature extraction, feature optimization, 
training and test of neural networks. 

The classes compete among themselves to find the 
most similar one to the input vector, so that the winner 
will be the one with less Euclidean distance with re-
spect to the input document. Only the winner class 
will modify its weights using a reinforced learning 
algorithm, either positive or negative, depending on 
whether the classification is correct or not. Thus, if the 
winner class belongs to the same class as the input 
vector, it will increase the weights, moving slightly 
closer to the input vector (prize). On the contrary, if 

the winner class is different from the input vector 
class, it will decrease the weights, moving slightly 
away from the input vector (punishment). Let xi(t) be 
an input document at time t, and the weight vector wk(t) 
for the class k at time t. The following equation define 
the basic learning process for the LVQ algorithm: 

wc(t+1)=wc(t)+sα(t)[xi(t)−wc(t)]              (6) 

where s=0, if k≠c; s=1, if xi(t) and wc(t) belong to the 
same class; and s=−1, if they do not, and α(t) is the 
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learning rate, 0<α(t)<1, a monotonically decreasing 
function of time. It is recommended that α(t) should 
initially be rather small, smaller than 0.1, and α(t) 
continues decreasing to give a threshold u, very close 
to 0. Usually, α(0) is always initialized in 0.005, de-
creasing linearly to u=0.001, according to the follow-
ing equation where K is the number of classes, 

(0)( 1) ( ) ut t
K

αα α −
+ = −                   (7) 

 

Fig. 5.  Topological structure of LVQ neural networks. 

 

4.2. Experimental results 

In the surface defect recognition of cold rolled 
strips, set the input parameters of neural networks as 
the defect feature set optimized by the GA, and train 
the neural networks with plenty of defects sampled 
from a certain product line, so that the neural networks 
can adapt to the circumstance of the product line, and 
at last a contented neural networks system will be 
achieved. The detailed flowchart is shown in Fig. 4. 

Taking out 241 defects from images acquired by a 
surface defect online inspection system of a certain 
product line, as training samples, and extracting all 51 
features optimized by GA, Table 1 shows the training 
sample defect data distribution and training results, 
where SN is the sample number, AN is the accuracy 
number, and RR is the recognition rate. Meanwhile, 
AN1 and RR1 are tested by the original feature set, 
including 240 features, and AN2 and RR2 are tested 
under the optimized feature set including 51 features, 
with the help of the GA. Under different experimental 
conditions, the BP neural network and LVQ neural 
network are trained and tested repeatedly, and the test 
results are shown in Table 2. 

Table 1.  Training sample defect data distribution and training results 

Item Scratch 
Point 
stick 

Feather 
White 
spot 

Roll  
imprint 

Edge 
folding

Rust
Orange 

peel 

Emul-
sion 
mark 

Edge 
crack 

Coil 
break 

Total 

SN 43 45 42 36 35 18 26 34 24 22 45 370 

AN2 of BP 40 38 38 31 31 16 21 26 19 20 40 320 

RR2 of BP / % 93.02 84.44 90.48 86.11 88.57 88.89 80.77 76.47 79.17 90.91 88.89 86.49 

AN1 of LVQ 38 36 35 30 28 16 20 27 17 20 38 305 

RR1 of LVQ / % 88.37 80.00 83.33 83.33 80.00 88.89 76.92 79.41 70.83 90.91 84.44 82.43 

AN2 of LVQ 42 40 41 34 32 18 20 31 21 22 42 343 

RR2 of LVQ / % 97.67 88.89 97.62 94.44 91.43 100.00 76.92 91.18 87.50 100.00 93.33 92.70 

 
Table 2.  Test sample defect data distribution and test results 

Item Scratch 
Point 
stick 

Feather 
White 
spot 

Roll 
imprint

Edge 
folding

Rust 
Orange 

peel 

Emul-
sion 
mark 

Edge 
crack 

Coil 
break 

Total 

SN 52 46 44 44 38 19 20 32 22 26 54 397 

AN2 of BP 47 38 39 33 30 16 15 21 16 22 45 322 

RR2 of BP / % 90.38 82.61 88.64 75.00 78.95 84.21 75.00 65.63 72.73 84.62 83.33 81.11 

AN1 of LVQ 45 34 36 31 26 14 14 24 15 21 47 307 

RR1 of LVQ / % 86.54 73.91 81.82 70.45 68.42 73.68 70.00 75.00 68.18 80.77 87.04 77.33 

AN2 of LVQ 48 37 41 37 32 17 15 25 15 24 48 339 

RR2 of LVQ / % 92.31 80.43 93.18 84.09 84.21 89.47 75.00 78.13 68.18 92.31 88.89 85.39 

 
Because the time complexity of the BP neural net-

work is relative higher than that of the LVQ neural 
network, the BP neural network was not tested with 
241 features, and only got AN2 and RR2. It can be 

seen from Table 1 and Table 2 that AN2 and RR2 are 
better than AN1 and RR1, and AN2 of LVQ and RR2 
of LVQ are better than AN2 of BP and RR2 of BP. 
Therefore, it can be found that the recognition rate 
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will be improved with the input feature optimized by 
the GA, and the BP neural network cannot work very 
well under multi-input-features and multi-defect-types. 
As a result, how to extract more accurate features of 
defects from cold rolled strips and how to search for 
the optimal feature set will influence the recognition 
accuracy of surface defects. At last, the two tables 
show that the results still have much room for im-
provement, especially for some defects, such as, 
emulsion marks, orange peels, rusts and so on. There-
fore, it can be deduced that single neural networks still 
cannot get an optimal recognition accuracy under too 
many defect types and strong outside disturbances in 
the onsite product line. Consequently, more advanced 
neural networks to overcome the problem must be 
studied, or an integrated recognition method must be 
explored based on current recognition techniques to 
perform multi-level recognition to get a better recog-
nition effect. 

5. Conclusions 

Researched feature extraction of defects by FFT 
detailedly, and applied the GA successfully to opti-
mize the feature set. Using the optimized feature set as 
the input vector of the LVQ neural network and the 
BP neural network, to run surface defect recognition, a 
better result was obtained than that using the original 
features, which were not optimized. The method here 
not only improved recognition rate, but also saved 
recognition time. 

From the results of the experiments, it must be 

pointed out that by using a single neural network it is 
difficult to obtain an optimal recognition effect at 
present, because of too many defect types and strong 
outside disturbances in the onsite product line. As a 
consequence, a more advanced neural network must 
be studied to overcome the problem, or an integrated 
recognition method must be explored to perform 
multi-level recognition based on current recognition 
technique to get a better recognition effect. At the 
same time, further efforts must be made to extract a 
more accurate feature set which plays an important 
role in surface defect recognition of cold rolled strips. 
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